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Abstract

The commitment ability of governments is neither infinite nor zero but

intermediate. In this paper, we determine the commitment ability that

a government needs to implement a unique equilibrium outcome and rule

out self-fulfilling expectations. We show that, in a large class of static

macroeconomic games, the government can obtain a unique equilibrium

with any low level of commitment ability. We finally derive implications for

models of bailouts and capital taxation.
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1 Introduction

In many macroeconomic games, private agents act anticipating future govern-

ment’s policy. Such an order of actions may lead to self-fulfilling expectations and

multiple equilibria depending on the government’s future policy response. As it is

well known, in such situations, the government can commit to a rule that describes

its future response to private actions to rule out undesired self-fulfilling expecta-

tions. This is, for example, one possible rationale for the “no bailout clause” in the

EU Treaty (Article 125). The fear is that private bailout expectations fuel exces-

sive risk taking, making bailouts ex post necessary. In contrast, the commitment

not to bail out is supposed to steer agents to play the “good” equilibrium without

socially costly bailouts and rules out “bad” equilibria with excessive risk taking.

However, governments are not fully committed to rules. Sometimes, depending

on private actions, sticking to the rule is too costly for governments. Even if

enshrined in a treaty, the “no bailout clause” was, for instance, not sufficient to

completely rule out bailouts in the euro area (see, among others, Gourinchas et

al., 2020). In the extreme case of full discretion, governments may be tempted to

respond to the private sector by confirming private sector’s expectations, regardless

of their past commitments. The resulting mutual feedback between private actions

and the ex-post policy response may then lead to multiple equilibria.1

Still, governments have some ability to stick to rules. From simple speeches to

more formal commitments such as contracts, laws, constitutions, treaties or the

delegations to independent authorities, commitments have in common to make

future deviations costly, e.g., from the simple embarrassment a policymaker may

feel for breaking past promises2 or the political costs of changing or breaching past

legislations. Intuitively, the resulting limited commitment ability may allow gov-

1The literature review lists different literatures obtaining equilibrium multiplicity.
2As Woodford (2012) notes about the commitment to forward guidance announcements, “In

practice, the most logical way to make such commitment achievable and credible is by publicly

stating the commitment, in a way that is sufficiently unambiguous to make it embarrassing for

policymakers to simply ignore the existence of the commitment when making decisions at a later

time.”
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ernments to reach better outcomes. But, to what extent such limited commitment

ability is sufficient to steer the private sector’s expectations on a unique equilib-

rium? Alternatively, are multiple equilibria the unintended consequence of any

limits to governments’ commitment ability? If not, how rules should be designed

to credibly prevent self-fulfilling private sector’s expectations and ensure unique

implementation?

To answer these questions, we consider a macroeconomic game between a large

player—a government—and a large set of small agents—the private sector—that

allows us to nest together the full spectrum of commitment abilities between full

discretion and full commitment. We determine the conditions under which a

government with a finite commitment ability can rule out equilibrium multiplicity.

When it exists, we find the lowest commitment ability that the government needs

to implement a unique equilibrium outcome—a situation that we refer to as (time-

consistent) implementation. We describe the rules that can implement a unique

equilibrium in a credible way, whenever possible. Finally, we derive implications

for models of bailouts, inflation bias, and capital taxation.

More precisely, we add (Section 2) to a generic macroeconomic game an ex-ante

stage in which the government first commits to a reaction function that specifies

policy responses as a function of every possible private sector’s aggregate action,

following Schelling (1960) and, more recently, Bassetto (2005). Then, the private

sector is competitive—i.e., each private agent optimizes given the expectation of

what other agents do and the government’s future response. Finally, the govern-

ment optimally selects its policy response. The government’s payoff depends on

the aggregate private action and on the policy response. The government also

incurs a cost if the policy response deviates from the one that would follow the

application of the reaction function. This cost measures the extent to which the

government is bound by its commitments, and we will refer to this cost as the

government’s commitment ability.3 When this cost is zero, the government al-

ways chooses its ex-post best response, regardless of its reaction function—this is

3We provide potential interpretations of this cost in Section 5.2.

3



the case of full discretion. In the other polar case, when this cost is infinite, the

government never deviates from its reaction function—which corresponds to the

situation of full commitment.

Our main results are as follows. First, we derive the minimum commitment

ability required for a government to implement its best time-consistent outcome for

any macroeconomic game under rational expectations. Second, we show that, in

many games with continuous action sets, an arbitrarily small commitment ability is

enough for implementation. Limited commitment ability still has a strong impact

on the design of credible rules: for example, a government can rule out bailout

expectations by committing to a partial bailout close to, but below, the ex-post

optimal bailout. We show that this result, however, does not carry over with

discrete action sets and we provide discussion that it may not be robust either to

the introduction of imperfect information, fixed costs, or repeated interactions.

We first identify (Section 3) that, in static macroeconomic games, the critical

parameter for implementation is what we dub the cost of controllability. Consider

a private-sector action that the government wants to avoid. To rule it out, the

government should pick a policy response that deters private agents from individ-

ually playing this action. There may exist many such responses, which may entail

different costs for the government relative to its ex-post best response. The cost

of controllability is the maximum over all undesired private actions of the minimal

cost of deterrence. The government implements a unique equilibrium outcome

when its commitment ability exceeds this cost of controllability. Under this con-

dition, the government can credibly commit to a reaction function from which it

will not deviate ex post and that prevents any undesired outcome to form as an

equilibrium. Finally, we show that a larger commitment ability always improves

the best equilibrium outcome in static settings.

To our surprise, the cost of controllability boils down to zero in the static

versions of the banks bailout from Farhi and Tirole (2012), the capital taxation

problem (Section 4) and more generally to many games with continuous action sets.

This implies that an arbitrarily small commitment ability is sufficient to implement
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a unique equilibrium. The main reason for this result is that, in these static

models, private agents’ marginal utilities are continuous functions of government

responses, and the government can, thus, deter any undesired private actions by

committing to a policy response arbitrarily close to its ex-post best response.

However, we show that, even with a zero cost of controllability, commitment ability

still constrains the set of reaction functions that the government can use to obtain

a unique equilibrium—and a larger commitment ability enlarges this set. With

discrete action sets, however, the cost of controllability is generally strictly positive

– deterring private actions requires bold actions by the government that are costly

– and we provide an upper bound to this cost. We show that the closer the action

sets are with a continuum, the more sensitive are private agents’ payoffs with

respect to policy, the less private agents’ actions affect their marginal utility, the

lower the cost of controllability.

An application of these results in the banks’ bailout example is that the central

bank can rule out bailout expectations with an arbitrarily low level of commit-

ment ability. To this end, the central bank can commit to off-equilibrium partial

bailouts that are only slightly less generous than the bailout that is ex-post op-

timal. These off-equilibrium partial bailouts are sufficient to make suboptimal

any private actions anticipating a bailout. Thus, committing never to bail out

is not necessary—on top of being time-inconsistent for low commitment abilities.

In the capital taxation example, inefficient equilibria under discretion, where cap-

ital is insufficiently accumulated and taxed at high rates, can be ruled out by

off-equilibrium low-cost commitments, whereby the government commits to tax

capital at a smaller rate compared to the ex-post optimal rate.

Finally, we discuss the robustness of our results and the interpretations of the

cost from deviating from the reaction (Section 5). In particular, we emphasize

that our implementation result with continuous actions may not be robust to

considering imperfect information, fixed costs or repeated interactions.4

Related literature. First, our paper is connected to the literature on the time-

4We provide a formal treatments of this statement in the working paper version of this paper

Barthélemy and Mengus (2022).
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inconsistency of government policies, starting with Kydland and Prescott (1977)

and Barro and Gordon (1983a). More recently, in a setting that is very close

to ours, Dovis and Kirpalani (forthcoming) analyze the asymmetric information

problem in which policymakers can either fully commit to rules or act under discre-

tion. In contrast with their study, ours does not consider asymmetric information,

and we focus on the ability of the government to implement a unique equilibrium

outcome.

Within this literature, our paper is closer to the papers that, after Barro and

Gordon (1983b), show that government’s time-inconsistent policies lead to equi-

librium multiplicity. Such a multiplicity of equilibria was obtained in multiple

strands of the literature, in either static or dynamic settings.

In the literature on bailouts, the complementarity between private actions and

bailout decisions is well known to produce multiple equilibria (see Schneider and

Tornell, 2004). Farhi and Tirole (2012) build a static model in which the inability

to commit not to bail out leads to additional inferior equilibria.5 This is a finding

that is shared by Keister (2016) in a setting close to Ennis and Keister (2009)

with the difference that some bailout is desirable even in the best equilibrium.

In this literature, our paper is closely related to Philippon and Wang (2021),

who also investigate “how much” commitment ability is needed to avoid bailout

expectations, but in a setting in which policy can be made contingent on individual

actions. Our finding that, at least in some models, the cost of controllability is

small so that the coordination problem is easily solved, may be taken as a motive to

focus on the effects of time-inconsistency on the best equilibrium, as in Chari and

Kehoe (2016). However, as we emphasize, this result is not robust to considering

deviations from rationality or, simply, reputation forces, as in repeated settings,

where, absent a large commitment ability, multiple equilibria may emerge.

In monetary economics, following Barro and Gordon (1983b), a literature has

explored the conditions for the existence of multiple equilibria due to the cen-

5Notice that Farhi and Tirole (2012) emphasize that potential credibility losses may lead to a

fixed cost for bailouts. However, they do not investigate the implications of such credibility losses

for the required “amount” of commitment ability that would rule out equilibrium multiplicity.
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tral bank’s time-inconsistency—or “expectation traps” as dubbed by Chari et al.

(1998), who show how trigger strategies may lead to multiple equilibria, in a

setting endogenizing both the public and the private sectors’ behaviors. Time-

inconsistency also produces multiple equilibria even in the absence of trigger strate-

gies (see Albanesi et al., 2003; King and Wolman, 2004; Armenter, 2008). In this

paper, we abstract from trigger strategies and we refer the interested reader to

the working paper version (Barthélemy and Mengus, 2022) for the analysis of

implementation in repeated settings.

In monetary economics, the literature on monetary rules is also confronted

to the presence of multiple equilibria. Here, the government or the central bank

is able to commit to rules but, depending on its features, the rule itself may

not be sufficient to prevent multiple equilibria to form (see Sargent and Wallace,

1975; Taylor, 1999; Clarida et al., 2000; Loisel, 2009; Atkeson et al., 2010; Hall

and Reis, 2016, among others). Our paper is in the tradition of this literature,

which emphasized that rules should be state-contingent or, even, sophisticated—

i.e., history dependent. This literature has already highlighted constraints on

off-equilibrium policy actions—they should be at least feasible as emphasized by

Bassetto (2005)—or, they allow for a continuation of an equilibrium as in Atkeson

et al. (2010), where the off-equilibrium central bank action is to keep the quantity

of money constant forever. Historically, a key motive for introducing rules was

to solve time-consistency issues as emphasized by Kydland and Prescott (1977).

Such a motive has also led to investigate principal-agent approaches, delegations

and contract theory in monetary economics (see Rogoff, 1985; Walsh, 1995; Jensen,

1997; Halac and Yared, forthcoming, among others). Our contribution with respect

to this literature is to allow the government to deviate from its commitments,

consistently with Bilbiie (2011) and Cochrane (2011). This has two implications.

First, we consider the optimal design of commitments as part of the “game” played

between the government and the private sector. This leads us to consider and

model the government’s incentives. Second, and more importantly, we investigate

how limited commitment is not only a constraint on the design of rules but can
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also simply prevent the government to obtain a unique equilibrium.

The focus of the literature on taxation is usually more on the best equilibrium

that can be sustained—see the recent contribution of Halac and Yared (2022).

However, multiple equilibria may still emerge in frameworks such as those of Chari

and Kehoe (1990) or Bassetto and Phelan (2008). In this literature, our paper is

more closely connected to Farhi et al. (2012), who first investigate time-consistent

capital taxation in a static model with an exogenous commitment ability and

then consider the repeated setting to endogenize commitment ability. In contrast

to their approach, we not only look at the best equilibrium outcome, but we

investigate the full set of equilibria.

Finally, a literature on “loose commitment” following Debortoli and Nunes

(2010) also introduces limited commitment ability, from discretion to full commit-

ment, and studies fiscal and monetary policy. Yet, their main focus is, so far, not

on equilibrium multiplicity.

2 The environment

In this section, we describe the environment. The government first commits to

a reaction function; then, a continuum of atomistic private agents make decisions;

finally, the government acts. The government incurs a welfare cost if its ex-post

action deviates from the reaction function it has committed to. The cost allows

us to obtain a continuum of commitment abilities between full discretion and

full commitment. We then define what we mean by a coordination problem and

implementation in this environment.

Consider an economy populated by a continuum of identical private agents

and a government. There are three stages. First, the government commits to a

reaction function, ȳ, that maps any aggregate private-sector action x ∈ X to a

policy action ȳ(x) ∈ Y , where X and Y are compact intervals of R. Second, each

private agent chooses an action ξ ∈ AX ⊆ X, where AX is a closed subset of X.

The average private action x is in the convex hull of AX , contained in X. Finally,

the government chooses an action y ∈ AY ⊆ Y , where AY is a closed subset of
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Y . As with feasibility conditions, private decisions constrain government actions,

so any government action must belong to a non-empty closed subset D(x) ⊆ AY

that depends on the average private action x. Finally, we focus on pure strategies.

Competitive outcome. For a given allocation (x, y), the payoff of a private agent

to play ξ ∈ X is u(ξ, x, y), where u is strictly concave and twice continuously

differentiable in ξ. We define a competitive outcome as follows:

Definition 1 (Competitive outcome). A competitive outcome is an allocation (x, y) ∈

X × AY such that

y ∈ D(x), (1)

x ∈ arg max
ξ∈AX

u(ξ, x, y). (2)

We denote by C the set of competitive outcomes.

Condition (1) requires that the government action y is feasible given average

private action x, and Condition (2) requires that, given the allocation (x, y), it

is (weakly) optimal for any individual to set ξ = x. We focus on symmetric

competitive outcome in which all private agents play the same action.6 Notice,

that, by definition x ∈ AX .

Finally, to avoid making the implementation problem trivial, we assume that

the government cannot punish individual deviations directly. Thus, we assume

that only the aggregate private outcome x, not individual decisions ξ, is public

information.

Government. Before any action, the government commits to a reaction function

ȳ. Such a reaction function corresponds to the commitment to take the action

ȳ(x) if the average private action is x. We assume that the government commits

only to feasible actions; that is, for any x ∈ X, ȳ(x) ∈ D(x).7 We denote by Y (X)

this set of functions.

6When the feasible set is the whole set, AX = X, this restriction to symmetric outcome is

without loss of generality as there is always a unique private best response ξ for any allocation

(x, y). When, the feasible set AX is not a segment, this restriction excludes heterogeneous private

agents decision.
7Under full commitment ability, committing to an unfeasible action would lead to a violation
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The government cannot fully commit to the actions implied by its reaction

function and can renege on its past commitments. However, if the government

plays an action inconsistent with its reaction function, y 6= ȳ(x), it incurs a cost

κ > 0. κ measures the government value of sticking to a promise and will be

referred to as the commitment ability. For a given reaction function ȳ and an

average private-sector action x ∈ X, the government selects an action y ∈ D(x)

by maximizing :

r(ȳ, x, y, κ) =

 w(x, y), if y = ȳ(x),

w(x, y)− κ, otherwise,
(3)

where w is a strictly concave and twice differentiable function in y.

The government selects its reaction function so as to maximize the ex-ante

payoff r̄(ȳ, x, y) defined as r(ȳ, x, y), but where w is replaced by w̄:

r̄(ȳ, x, y, κ) =

 w̄(x, y), if y = ȳ(x),

w̄(x, y)− κ, otherwise,
(4)

with w̄, a strictly concave and twice differentiable function in y. By selecting

the reaction function ȳ, the government affects its ex-post incentives through the

commitment ability κ. When κ = 0, the reaction function ȳ is immaterial.

Notice that when w̄(x, y) = w(x, y) = u(x, x, y), aside from the reneging cost,

the government is benevolent but disregards individual deviations. Considering a

different payoff function for the ex-ante choices by the government will be useful

in some examples.

Timing and equilibrium. An equilibrium is characterized by three strategies.

They are, in chronological order: the reaction function ȳ ∈ Y (X); the private-

sector strategy σh : Y (X) → X that maps reaction function ȳ into aggregate

private-sector action x = σh(ȳ) ; and the government strategy σg specifies the

of a feasibility constraint. See Bassetto (2005) for further discussion about the role of feasibility

constraints in implementation problem. In the absence of commitment, the government can

still select a feasible action, despite the commitment to an unfeasible action. However, such a

commitment would have no effects on ex-post incentives to select one particular feasible action

over another, and there is then no loss of generality in our assumption.
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government action y = σg(ȳ, x) ∈ D(x) given the private-sector action x ∈ X and

the reaction function ȳ ∈ Y (X). Figure 1 below summarizes the timing of the

game.

time

Government commits to

ȳ ∈ Y (X)

Private sector chooses

x ∈ X

Government sets y ∈ D(x)

If y 6= ȳ(x), incurs a loss κ

Figure 1: Timing of the game

To define an equilibrium, we proceed in two stages. First we define, if it exists,

the continuation of an equilibrium given a reaction function. Second, we define

the equilibrium itself. We do this as the continuation of an equilibrium may not

necessarily form after any reaction function: the discontinuity in payoffs due to the

cost κ may lead the government to favor ex-post actions that are not compatible

with any competitive outcome.

Let us first define the set of strategies for the private sector and the gov-

ernment’s ex post action that allow for a continuation of an equilibrium after a

reaction function:

Definition 2. For a given reaction function η̄ ∈ Y (X), the strategies {h, g} forms

a continuation of an equilibrium when:

(i) (h(η̄), g(η̄, h(η̄)) is a competitive outcome; and

(ii) for all x ∈ X, for all η ∈ D(x), r(η̄, x, g(η̄, x), κ) ≥ r(η̄, x, η, κ).

Conditions (i) and (ii) require that, given a reaction function η̄, the strategies

(h, g) constitute an equilibrium as in the standard models presented in Stokey

(1991) or in chapter 21 in Ljungqvist and Sargent (2018). The only noticeable

difference is that the reaction function matters for condition (ii) through the cost

κ in r, which depends on the reaction function η̄.8

8Notice that the government cannot play unfeasible actions, as we always require (both in-

and off-equilibrium) that y ∈ D(x) with x the action played by private agents. As a result and,

as in Bassetto (2005), the government cannot rule out a competitive outcome by playing (or

promising to play) unfeasible actions in our setting.
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Let us denote by CE(η̄) the set of strategies {h, g} that form the continuation

of an equilibrium given a reaction function η̄ ∈ Y (X). As we mentioned, CE(η̄)

may well be empty for some reaction functions and we then denote by Ŷ (X) the

subset of Y (X) so that CE(η̄) is not empty.

We then define an equilibrium as follows:

Definition 3. A (subgame perfect) equilibrium is a reaction function ȳ, a private

sector strategy σh, and a government strategy σg such that, for all η̄ ∈ Ŷ (X):

(i) (σh, σg) ∈ CE(η̄); and

(ii) r̄(ȳ, σh(ȳ), σg(ȳ, x), κ) ≥ r̄(η̄, σh(η̄), σg(η̄, σh(η̄)), κ).

An equilibrium is a reaction function and strategies for the private sector and

the government so that, given the reaction function, the strategies form the con-

tinuation of an equilibrium (Condition (i)) and the reaction function leads to the

best ex-ante payoff for the government (Condition (ii)). Both conditions only re-

quire that, at each node of the game, actions are optimally selected as is the case

in subgame perfect equilibria. Several additional comments are in order.

First, as we mentioned, the continuation of an equilibrium may not form after

any reaction function. We do not consider this situation when assessing (ii) in

the Definition 3, implicitly putting an arbitrarily low payoff to the absence of a

continuation of an equilibrium.

Second, it is crucial in this definition that the private sector should play con-

sistently with a competitive outcome after any reaction function, at least when

possible –(σh, σg) ∈ CE(η̄). Individual optimality effectively puts a constraint on

the private-sector strategy σh that has to react to the government’s reaction func-

tion. Otherwise, without this constraint, the government would not be able to

induce the private sector to change its behavior, as the private sector would be

somehow able to “commit” to deviate from the competitive outcome to prevent

the government from making certain commitments.

Finally, we are interested in the set of equilibrium outcomes—and not neces-

sarily the precise strategy profile that leads to such an equilibrium outcome—and

12



the properties of this set as a function of the commitment ability parametrized by

κ. More formally:

Definition 4. Let us consider an equilibrium (ȳ, σh, σg). Denoting by x = σh(ȳ)

and y = σg(ȳ, x), the resulting allocation (x, y) ∈ X × Y is an equilibrium

outcome.

Θ(κ) denotes the set of such equilibrium outcomes and v(κ) denotes the set of

equilibrium (ex-ante) payoffs for the government.

In particular, an allocation (x, y) ∈ Θ(0) is a Nash outcome.

One of our first tasks in the next subsection will be to move from Definition 4

to characterizations of the set of equilibrium outcomes. In what follows, we make

the following assumption:

Assumption 1. There exists at least one Nash outcome—Θ(0) is not empty.

As we will see, this assumption is necessary for the set of equilibrium outcomes,

Θ(κ), to be non-empty for any κ > 0.

Coordination problems and implementation. We can define what we shall refer

to as a coordination problem using the set of equilibrium outcomes Θ(0).

Definition 5. The government faces a coordination problem when there exist

multiple equilibrium outcomes under discretion; that is, Θ(0) contains more than

one equilibrium outcome.

Given a commitment ability κ, the government implements an allocation

(x, y) if the set of equilibrium outcomes satisfies Θ(κ) = {(x, y)}.

A coordination problem is solved for a commitment ability κ when Θ(κ) is a

singleton, in which case we also talk about implementation. The minimum for κ

such that Θ(κ) is a singleton is the measure of the commitment ability required

to solve the coordination problem. Notice that a coordination problem may be

immaterial for the government when the different equilibrium outcomes lead to

the same ex ante payoff for the government. In contrast, a coordination problem

is payoff-relevant for the government when inf v(0) < sup v(0).

13



Ramsey allocation. Finally, an allocation of interest is the Ramsey allocation,

which we denote by (xR, yR). It corresponds to one of best competitive outcomes

given the ex ante objective function of the government – assuming that the gov-

ernment does not incur the reneging cost, κ:9

w̄(xR, yR) = max
(x,y)∈C

w̄(x, y). (5)

This allocation coincides with the standard definition of Ramsey allocation when

the government is benevolent (w̄ = u).

Notice that the Ramsey allocation (xR, yR) is not necessarily in the set of

equilibrium outcomes Θ(κ), as playing yR after xR may be time-inconsistent for the

government. In contrast, when (xR, yR) belongs to the set of equilibrium outcomes

–the government optimally plays yR after the private sector plays xR given the

reaction function–, the Ramsey allocation may not be the unique equilibrium

outcome.10 Only in the case in which (xR, yR) is the only equilibrium outcome

will we say that the government can implement the Ramsey allocation. This is

obviously the ideal situation from the government’s ex-ante perspective.

3 Implementation under limited commitment ability

In this section, we investigate the equilibrium set as a function of the commit-

ment ability κ along the continuum [0,∞). Our first result is that implementation

depends only on three simple objects: first, the best time-consistent competitive

outcome; second, the controllability, which is the fact that the set of policy actions

that deter private agents from expecting an inferior outcome is non-empty; third,

the cost of playing such actions—the cost of controllability. When this latter cost

is lower than the commitment ability, the government can solve the coordination

problem and implement the best time-consistent competitive outcome. We then

9Note that multiple allocations may lead to the highest payoff for the government, because

AY is not necessarily continuous.
10As Chari and Kehoe (2016) note, in this case, the Ramsey allocation is only weakly imple-

mented.
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show that, under mild conditions, this cost of controllability is zero when the

action set is continuous.

We start by defining the best time-consistent competitive outcome, controlla-

bility and the cost of controllability.

Best time-consistent competitive outcome. Let (xκ, yκ) ∈ C be a competitive

outcome that maximizes the government’s ex ante welfare, under the constraint

that the government prefers playing yκ instead of deviating and paying the cost

κ—that is playing yκ is time consistent after xκ. Formally:

max
(x,y)∈C

w̄(x, y) (6)

s.t. w(x, y) ≥ w(x, η)− κ,∀η ∈ D(x). (7)

As we will show, the best time-consistent competitive outcome is always the best

equilibrium outcome.11

Notice that (xκ, yκ) coincides with the Ramsey allocation (xR, yR) when κ ≥ κ̄,

where κ̄ ∈ R+ is the lowest cost such that the constraint (7) is not binding for the

Ramsey allocation:

κ̄ = max
η∈D(xR)

w(xR, η)− w(xR, yR). (8)

The threshold κ̄ measures the government’s temptation to deviate from the Ram-

sey policy yR when the private sector has played xR.

Controllability. What should the government commit to in order to control the

private sector and force it to play the action consistent with the best constrained

outcome xκ? In principle, private agents can play any action x that is consistent

with a competitive outcome (x, y) ∈ C. To rule out a given private action x, the

government should then commit to and stick to an action y such that (x, y) is not

a competitive outcome. By definition, this means that the action y should make

11(xκ, yκ) exists. (x0, y0) exists, as Θ(0) is not empty following Assumption 1. As a result, the

set of allocation (x, y) ∈ C satisfying the constraint (7) is not empty. As this set is a compact

set and w̄ a continuous function, the optimization problem admits at least one solution. When

multiple outcomes satisfy this problem, albeit this indeterminacy is not payoff relevant, the

analysis carries over by arbitrarily selecting one of these outcomes.
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private agents better off playing ξ 6= x if the aggregate private action is x 6= xκ.

Formally, for any x ∈ AX , the government should select an action in the set:12

Y(x) = {y ∈ D(x)| ∃ξ ∈ AX , u(ξ, x, y) > u(x, x, y)} .

For any x ∈ AX \{xκ}, the government can discourage private agents from playing

x if this set Y(x) is non-empty.

Assumption 2 (Controllability). For any x ∈ AX\{xκ}, the set Y(x) is non-empty.

Under this assumption, the government can control the private sector’s actions

and force it to play xκ. But even if it can, it may be unable to credibly commit

to all these policy actions because such actions are (ex post) costly. Take an

aggregate private action x 6= xκ. To deter that action, the government has to

commit to an action y ∈ Y(x). Playing that action is costly to the extent that

it is not ex-post optimal: y /∈ arg maxy∈D(x) w(x, y). The resulting cost is then

w(x, y∗(x))− w(x, y), with y∗(x) ∈ arg maxy∈D(x) w(x, y).13 Naturally, this cost is

0 when playing one of the ex-post optimal actions is sufficient to prevent private

agents from playing x, that is, there exists y∗(x) ∈ arg maxy∈D(x) w(x, y) such

that y∗(x) ∈ Y(x). When the commitment ability κ is larger than this cost, the

government will stick to its commitment and play y, and the expectation of such

an action will deter agents from playing x.

Of course, for each x ∈ AX \ {xκ}, the government selects the action that

minimizes its cost so that we can consider infy∈Y(x) w(x, y∗(x))−w(x, y). Finally,

the government has to find such actions for all x ∈ AX \ {xκ}, so that the cost to

deter any action that differs from xκ is:

Definition 6 (Cost of controllability). Let ρ ≥ 0 be the cost of controllability with:

ρ ≡ sup
x∈AX\{xκ}

inf
y∈Y(x)

[w(x, y∗(x))− w(x, y)] , (9)

12For any x /∈ AX , we already know that private agent will deviate from playing ξ = x because

x is not in the feasible set and hence does not belong to any competitive outome.
13Note that multiple y∗(x) may solve the ex post government problem.
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where y∗(x) ∈ arg maxy∈D(x) w(x, y) is an ex-post best action of the government

with κ = 0.

The cost of controllability refers to the maximum cost that the government has

to tolerate ex-post to control the private sector. The cost of controllability is well

defined under Assumption 2 as, otherwise, no policy action may exist to deter the

private sector from playing some private-sector action x 6= xκ. The controllability

assumption also implies that the cost of controllability is finite (ρ <∞).14

The equilibrium set as a function of commitment ability. We can now describe the

equilibrium set Θ(κ) using the best time-consistent competitive outcome (xκ, yκ)

and the cost of controllability ρ:

Proposition 1. Under Assumption 2, the equilibrium set Θ(κ) is such that:

(i) Best time-consistent competitive outcome: (xκ, yκ) ∈ Θ(κ). The set of

equilibrium payoffs for the government v(κ) is a compact set and w̄(xκ, yκ) =

max v(κ).

(ii) Coordination: If κ > ρ, the best equilibrium outcome (xκ, yκ) is imple-

mentable. κ ≥ ρ is a necessary condition for implementation.

(iii) Otherwise, when κ < ρ, the welfares in the best and the worst equilibrium

outcomes, w̄(xκ, yκ) and vworst(κ) = min v(κ), are weakly increasing in κ.

Proof. Points (i) and (iii). Let us start by showing that the set of equilibrium

payoffs is a compact set, that (xκ, yκ) is an equilibrium outcome that achieves the

best equilibrium payoff and that both the worst and the best payoffs are weakly

increasing with κ.

To this purpose, let us show the following lemma. Let

Sκ = {(x, y) ∈ C,w(x, y∗(x))− w(x, y) ≤ κ}

14That controllability implies ρ <∞ results from X and Y being compact sets and w being a

continuous function.
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be the set of competitive outcomes that can be ex-post sustained by the govern-

ment if the reaction function is such that ȳ(x) = y. Let

Sxκ = {x ∈ X, ∃y ∈ D(x), (x, y) ∈ Sκ}

be the set of private-sector actions that belong to at least one allocation in Sκ.

Lemma 2. An allocation (x, y) is an equilibrium outcome if and only if

(i) (x, y) ∈ Sκ,

(ii) w̄(x, y) ≥ minx′∈Sxκ maxy′|(x′,y′)∈Sκ w̄(x′, y′).

Proof. Suppose that (x, y) is an equilibrium outcome. This means that there

exists σ = (ȳ, σg, σh) such that σ leads to (x, y). By definition, (x, y) ∈ C and

w(x, y∗(x))− w(x, y) ≤ κ. As a result, (x, y) ∈ Sκ.

Let us show that condition (ii) is also satisfied. Indeed, suppose it is not.

Without loss of generality, we can focus on ȳ(x) = y. In this case, for all x′ ∈ Sxκ ,

there exists y′ such that (x′, y′) ∈ Sκ, such that w̄(x′, y′) > w̄(x, y). Using these

values of x′ and y′, we can build a reaction function η̄ such that η̄(x′) = y′ on

Sxκ—outside this set, we can take η̄ in an arbitrary manner as no equilibrium can

form. The strategy profile σ should define the actions after η̄: σh(η̄) = x′ and

σg(η̄, σg(η̄)) = y′.

As w̄(x, y) is the payoff associated with σ, that is r̄(ȳ, x, y) and the payoff

associated with η̄ is r̄(η̄, x′, y′) = w̄(x′, y′) (notice that we have constructed η̄ so

that η̄(x′) = y′), which implies that there exists a reaction function η̄ that allows

to do better than ȳ, a contradiction.

Conversely, suppose that (x, y) satisfies conditions (i) and (ii) from Lemma 2.

Let us show that it is an equilibrium outcome. Let us consider the reaction function

such that ȳ(x) = y and the strategies so that σh(ȳ) = x and σg(ȳ, σh(ȳ) = y. As

(x, y) ∈ Sκ, σh(ȳ) = x and σg(ȳ, σh(ȳ)) = y form a competitive outcome and y is

optimal after σh(ȳ).

Let us consider η̄ ∈ Y (X) such that CE(η̄) is non-empty. For any x′ ∈ Sxκ , by

definition, w̄(x′, η̄(x′)) ≤ maxy′|(x′,y′)∈Sκ w̄(x′, y′). As σh(η̄) can be chosen in Sxκ
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and then σg(η̄, x′) can be selected such that (x′, σg(η̄, x′)) ∈ Sκ, with

r̄(η̄, σh(η̄), σg(η̄, σh(η̄))) ≤ min
x′∈Sxκ

max
y′|(x′,y′)∈Sκ

w̄(x′, y′).

Using condition (ii), the right-hand term can be bounded above by w̄(x, y), which

is the payoff associated with r̄(ȳ, x, y), thus showing that there exists a strategy

profile such that it is optimal to play ȳ. As a result, (x, y) is an equilibrium

outcome.

From Lemma 2, v is a compact as Sκ is a compact and condition (ii) involves

an inequality that is not strict. Furthermore, (xκ, yκ) ∈ Θ(κ): indeed, it belongs

to Sκ and leads to the highest payoff in Sκ so that (ii) is trivially satisfied.

The worst equilibrium outcome. Let us now consider the worst equilibrium

outcome vworst(κ) for a given κ. The corresponding strategies are y(.), σg and σh.

For a larger κ, let us note that these strategies still satisfy condition (i) of the defi-

nition of an equilibrium but, given the larger commitment ability, the government

may sustain something at least better. In particular, this means that something

worse that vworst(κ) is not an equilibrium outcome. So the worst equilibrium

outcome is an increasing function of κ.

Point (ii). The following lemma shows under which conditions the best equilibrium

outcome is implementable.

Lemma 3. The best equilibrium outcome (xκ, yκ) is implementable if and only if

there exists a reaction function ȳ such that,

(i) ȳ(xκ) = yκ,

(ii) ∀x′ 6= xκ, (x′, ȳ(x′)) /∈ C,

(iii) ∀(x′, y′) ∈ C, (x′, y′) 6= (xκ, yκ), w(x′, y′)− κ < w(x′, ȳ(x′)).

Proof. First, suppose that there exists a reaction function ȳ such that ȳ(xκ) = yκ

and

∀x′ 6= xκ, (x′, ȳ(x′)) /∈ C; (10)

∀(x′, y′) ∈ C, (x′, y′) 6= (xκ, yκ), w(x′, y′)− κ ≤ w(x′, ȳ(x′)). (11)
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First, notice that committing to such a reaction function is part of an equilibrium

that leads to an equilibrium outcome (xκ, yκ). Furthermore, there does not exist

any alternative equilibrium outcome. Indeed, suppose that such an equilibrium

outcome exists (x′, y′) 6= (xκ, yκ). This means that there exists a reaction function

η̄ such that η̄(x) = y and a strategy profile σh and σg such that σh(η̄) = x

and σg(η̄, σh(η̄)) = y and η̄ is played in equilibrium. However, this strategy profile

should be also such that σh(ȳ) = xκ and σg(ȳ, σh(ȳ)) = yκ. Indeed, from Condition

(11), the government is better off to stick to ȳ when having committed to it and

(xκ, yκ) is the only continuation of an equilibrium that can form after ȳ. Finally,

as (xκ, yκ) leads to the highest payoff, the government strictly prefers to play ȳ

instead of η̄.

Let now prove the reciprocal. Suppose that (xκ, yκ) is implementable. Let us

show that there exists a reaction function satisfying the three conditions of Lemma

3.

As (xκ, yκ) is an equilibrium outcome, there exists ȳ such that (ȳ, σh, σg) is an

equilibrium.

First, condition (i) is satisfied. Either ȳ(xκ) = yκ or, if not, we can consider

another ȳ′ that coincides with ȳ except for x = xκ, where ȳ′(xκ) = yκ and this

alternative reaction function yields a strictly higher payoff as the cost κ is not

incurred in equilibrium.

Second, suppose that conditions (ii) and (iii) are not satisfied. Let us show

there exists a competitive outcome (x, y) that the government cannot rule out

with any reaction function. Indeed, if the reciprocal of Lemma 3 is not true, for

all reaction functions η̄, either there exists x 6= xκ such that (x, η̄(x)) ∈ C or there

exists y such that (x, y) is such that w(x, y)− κ > w(x, η̄(x)), where (x, y) ∈ C.

The latter case is possible if and only if the ex post optimal action y∗(x)

satisfies w(x, y∗(x)) − κ > w(x, η̄(x)). Otherwise, the government can select the

reaction function to be y∗(x) to rule out x. As a result, we can consider the

strategy for the private sector to play σh(η̄) = x(η̄) 6= xκ and for the government

to play σg(η̄, .) = y∗(.). This is so that the continuation of an equilibrium after
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the commitment to a reaction function intended to lead to (xκ, yκ) is (x(η̄), y(η̄))

with y(η̄) = η̄(x(η̄)) if (x(η̄), η̄(x(η̄)) ∈ C or y(η̄) = y∗(x(η̄)) otherwise.

Finally, let us note that, anticipating a private sector strategy that would

lead to an inferior outcome than (xκ, yκ), the government may simply commit to

another reaction function but that cannot lead for sure to (xκ, yκ), so that another

equilibrium outcome exists, contradicting implementation.

First, a simple application of Lemma 3 shows that if the best equilibrium

outcome is implementable for some κ > 0, then it is also implementable for any

κ ≥ κ.

Second, Lemma 3 shows that when κ > ρ the best equilibrium outcome is

implementable. Construct ȳ ∈ Y (X) that satisfies the three conditions. Define

ȳ such that ȳ(xκ) = yκ. Item (i) is satisfied. Lemma 3 and the definition of ρ

mean that, for any x ∈ AX , we can find ȳ(x) ∈ Y(x) such that w(x, y∗(x))− ρ ≤

w(x, ȳ(x)). Hence, (x, ȳ(x)) /∈ C which leads to Item (ii). Since y∗(x) is a best

response to x, for any couple y ∈ D(x) such that (x, y) ∈ C, w(x, y) − ρ ≤

w(x, ȳ(x)). Then κ > ρ implies Item (iii). Therefore, the best equilibrium outcome

is implementable.

Reciprocally, suppose that the best equilibrium outcome is implementable.

Thus for any x 6= xκ ∈ X, we can build a ȳ(x) ∈ Y(x) and w(x, y)−κ < w(x, ȳ(x))

for any (x, y) ∈ C. Thus, it is also true for y = y∗(x) and hence, w(x, y∗(x))−κ <

w(x, ȳ(x)). This proves that κ ≥ ρ.

As a result of Proposition 1, the main variable to examine in determining the

extent to which a government can solve a coordination problem is ρ: a unique

equilibrium obtains when κ > ρ, and this equilibrium is the best time-consistent

competitive outcome (xκ, yκ) defined above.

The sketch of the proof detailed above goes as follows. On the one hand, the

government can commit to a reaction function such that the response to xκ is yκ—

i.e., ȳ(xκ) = yκ. Such a commitment implies that the deviation from yκ would

lead to a cost κ for the government, thus making yκ a time-consistent action for
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the government. On the other hand, when ρ < κ, the government commits to

play ȳ(x) ∈ Y(x), which discourages agents from playing x whenever x 6= xκ, as

in Bassetto (2005). ρ < κ ensures that ȳ(x) can be chosen so that the government

is ex-post better off playing that action rather than anything else.

The proposition also clarifies that the best time-consistent competitive outcome

is always an equilibrium outcome, one that leads to the best equilibrium payoff

for the government.

Finally, the proposition provides some comparative statics on the equilibrium

set as a function of commitment ability. Figure 2 summarizes the result of Propo-

sition 1 in the two cases in which ρ ≤ κ̄ and ρ > κ̄, where κ̄ is the minimum

level of commitment ability such that the Ramsey allocation is an equilibrium

outcome and (xκ, yκ) = (xR, yR). As the figure illustrates, increasing κ improves

the equilibrium outcomes, not only the best one but also the worst one.

κ

Equilibrium values v(κ)

vR

v0 = w̄(x0, y0)

vworst(0)

0 ρ κ̄

vκ = w̄(xκ, yκ)

Multiple eq. outcomes (xκ, yκ) is

the unique

eq. outcome

Ramsey is the

unique eq. outcome

Case κ̄ ≤ ρ

κ

Equilibrium values v(κ)

vR

v0 = w̄(x0, y0)

vworst(0)

0 ρκ̄

vκ = w̄(xκ, yκ)

Multiple eq. outcomes Multiple eq.

outcome, incl.

(xR, yR)

Ramsey is

the unique

eq. outcome

Case κ̄ > ρ

Figure 2: Best and worst equilibrium payoffs as a function of κ.

In the two graphs, we plot the best (vκ) and the worst (vworst) equilibrium payoffs for the

government as a function of commitment ability (κ). The left-hand panel corresponds to the

case in which κ̄ –the minimum commitment ability required to achieve the Ramsey outcome–

is below the cost of controllability ρ. The right-hand panel corresponds the case in which κ̄ is

above ρ.

Full commitment ability. A direct implication of Proposition 1 is when the

government can fully commit, that is, when κ =∞.
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Corollary 4 (Bassetto (2005); Atkeson et al. (2010)). Suppose that κ = ∞ and

Assumption 2 is satisfied. Then, the government implements the Ramsey outcome,

Θ(∞) = {(xR, yR)}.

When κ = ∞, κ is larger than κ̄. The Ramsey allocation is an equilibrium

outcome and, by definition, the best one. When κ = ∞ and Assumption 2 is

satisfied, the cost of controllability is well defined and κ is larger than ρ: the

government can credibly rule out any inferior outcomes.

How much additional commitment is needed to solve the coordination problem?

The critical variable for the ability of the government to solve the coordination

problem is ρ. This variable captures the welfare cost for the government to engage

in actions that discourage individual private agents from playing something other

than the government desires. In the following proposition, we characterize this cost

of controllability depending on whether the action set is continuous or discrete:

Proposition 5. The cost of controllability satisfies:

(i) Continuous action set: If any Nash outcome (x, y) ∈ Θ(0) is interior in

AX × AY and u13(x, x, y) 6= 0 for any Nash outcome, then ρ = 0.

(ii) Discrete action set: When the action set is a regular grid with steps ∆x

and ∆y for x and y, if any Nash outcome (x, y) ∈ Θ(0) is sufficiently interior

and

κ11 > |u11|, and |u13| > κ13 > 0,

then ρ ≤ max |w2|max
[
2κ11
κ13

∆x,∆y

]
.

Proof. We start this proof by showing that it is necessary and sufficient to only

deter Nash outcomes.

Lemma 6. The government implements (xκ, yκ) if and only if it can credibly deter

the private sector from playing the actions x ∈ AX different from xκ and consistent

with a Nash outcome. More formally,

ρ = max
x|(x,y)∈Θ(0)

min
y∈Y(x)

[w(x, y∗(x))− w(x, y)].
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where y∗(x) ∈ arg maxy∈D(y) w(x, y).

Proof. Lemma 6 directly results from the definition of ρ. Take x 6= xκ that is

not consistent with a Nash outcome, that means, such that y∗(x) /∈ C. there-

fore the cost of deterring the private sector from playing this action x is zero as

y∗(x) ∈ Y(x). So if the government can credibly deter the private agents from

playing actions x 6= xκ that are consistent with a Nash outcome, the government

implements (xκ, yκ). This condition means that for any x 6= xκ there exists a

policy action y in Y(x) such that:

w(x, y) > w(x, y∗(x))− κ. (12)

Regarding the continuous case, we show that the proposition ensures the ex-

istence of a reaction function satisfying the conditions of Lemma 3, which is suf-

ficient to guarantee implementation. For any x 6= xκ, such that, there exists

y∗(x) ∈ arg maxy∈D(y) w(x, y) so that (x, y∗(x)) /∈ C, the reaction function will be

simply the best response y∗(x) as explained in Lemma 6. In the other cases, all the

actions x 6= xκ are such that, for any y∗(x) ∈ arg maxy∈D(y) w(x, y), (x, y∗(x)) ∈ C.

In these cases, the government cannot count on one of its ex-post best responses

to deter private agents from playing ξ = x. We assume that all the actions of

these Nash outcomes are interior actions. Take one best response y∗(x). Since we

assume that there exists an open interval around the best response y∗(x) in D(x),

we can perturb the best response in D(x) by a small amount ε(x) ≥ 0 such that:

∃ξ ∈ AX , u(ξ, x, y∗(x) + ε(x)) > u(x, x, y∗(x) + ε(x)), (13)

and |w(x̃, y∗(x) + ε(x))− w(x, y∗(x))| ≤ κ/2. (14)

Notice that, for any allocation (x, y) ∈ Θ(0) \ {(xκ, yκ}, because u is twice

continuously differentiable, strictly concave in ξ and u13(x, x, y) 6= 0, the implicit

function theorem applied to u1(ξ∗, x, y) allows to write, given that u11 < 0:

dξ∗

dy

∣∣∣∣
ξ∗=x

= −u13(x, x, y)

u11(x, x, y)
6= 0,
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thus, showing that a marginal change of y induces a change of ξ∗.

As a result, that dξ∗/dy|ξ∗=x 6= 0 and x in the interior of AX means that we

can pick ε(x) satisfying the first inequality that is arbitrarily close to 0 and so that

(i) y∗(x) + ε(x) ∈ AY and (ii) the second inequality is satisfied simultaneously by

continuity of w. Now construct the reaction function ȳ ∈ Y (X) as follows:

ȳ(x) = yκ, if x = xκ

ȳ(x) = y∗(x) + ε(x), otherwise,

where ε(x) = 0 when (x, y∗(x)) /∈ C or equivalently y∗(x) ∈ Y(x). Equation (13)

means that for any x′ 6= xκ, (x′, ȳ(x′)) /∈ C; Equation (14) ensures that the third

item of Lemma 3 is verified. Therefore, ȳ satisfies the three conditions of Lemma

3. The best equilibrium outcome is thus implementable.

Let us finally prove the Proposition 5 in the discrete case. We define the

action set as follows: AX = {x1, · · · , xN} and AY = {y1, · · · , yP} where N and

P are some large positive integers. We proceed as for the continuous action set

and construct a reaction function that coincides with the above reaction function

everywhere except for the aggregate action x such that y∗(x) /∈ Y(x) and x is

part of a Nash outcome (that is, there exists y ∈ D(x) such that (x, y) ∈ Θ(0) \

{(xκ, yκ}). Take such a private-sector action x = xn. We denote one of the best

responses y∗(x) = yn∗ . What we show is that there exists at least an action yn∗+p

with some p such that:

u(xn+1, xn, yn∗+p) > u(xn, xn, yn∗+p).

As we assume that the Nash outcome is sufficiently interior, xn+1 ∈ AX . We

prove this claim by assuming that u13 is positive, but the same logic applies if

it is negative. By application of the mean value theorem, there exists some x′ ∈

(xn, xn+1), such that:

u(xn+1, xn, yn∗+p)− u(xn, xn, yn∗+p) = u1(x′, xn, yn∗+p)∆x,

A second application of the same theorem and the fact that u13 > κ13, leads to:

u(xn+1, xn, yn∗+p)− u(xn, xn, yn∗+p) > [u1(x′, xn, yn∗) + κ13p∆y)∆x.
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Notice also that because we have u(xn, xn, yn∗) > u(xn−1, xn, yn∗) and u(xn, xn, yn∗) >

u(xn+1, xn, yn∗), it must be the case that there exists a maximum in (xn−1, xn+1).

As a consequence (using always the mean value theorem), we get: 2∆xκ11 >

|u1(x′, xn, yn∗)|. Therefore, xn+1 is preferred to xn by private agents when:

p∆y ≥ max

[
2κ11

κ13

∆x,∆y

]
. (15)

The second term results from the fact that p is an integer that cannot be below

1. Therefore, if the government commits to play yn∗+p after xn, private agent will

not find optimal to play ξ = xn but will instead play ξ = xn+1. As we assume that

the Nash outcome is sufficiently interior, yn∗+p ∈ AY . It remains to compute the

associated ex-post cost for the government of such an action. As w(., .) is strictly

concave and twice differentiable, we get the following upper-bound:

w(xn, yn∗)− w(xn, yn∗+p) ≤ |w2(xn, yn∗)|p∆y ≤ sup |w2|max

[
2κ11

κ13

∆x,∆y

]
.

Notice that when u13 is negative the marginal cost to consider in the above in-

equality is |w2(xn, yn∗−p)|, otherwise the logics remains the same, which leads to

the upper bound for ρ in the Proposition 5. The max |w2| in the Proposition is

then the maximum of the derivate of w with respect to y over all the grid points

for y and for the admissible x ∈ AX \{xκ} belonging to a Nash outcome such that

y∗(x) /∈ Y(x).

Proposition 5 relies on the fact that only the private-sector actions belonging

to a Nash outcome may be costly to deter—that is, contribute to the cost of

controllability ρ. This is the first step of the proof (Lemma 6).

Proposition then considers two situations, a continuous set of actions and a

discrete set of actions. In both cases, we focus on interior Nash outcomes. In the

continuous case, formally, a Nash outcome (x, y) ∈ Θ(0) is interior when there

exists an open interval I(x) ⊂ D(x) containing y and when x ∈ X̊, the interior

of X. In the discrete case, a stronger condition is required: x − ∆x and x + ∆x

have to be in the action set Ax. In addition, if we denote by n∗ the index of the
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best response y∗(x) ∈ AY , we require that yn∗+p (or depending on the sign of u13,

yn∗−p) is in AY with p the smallest integer such that:

p∆y ≥ max

[
2κ11

κ13

∆x,∆y

]
.

Continuous action sets. When the action set is continuous, Proposition 5

shows that, if all the Nash outcomes are interior and if the marginal utility of

private agents locally depends on the policy action, then the government can

deter all the actions associated with a Nash outcome and, hence, the government

can solve the coordination problem at no cost.

To see that, take an interior Nash outcome (x, y) such that u13(x, x, y) > 0. As

x is interior, the marginal utility of an individual agent is zero for the allocation

(u1(x, x, y) = 0), as, otherwise, this agent would be better off by setting ξ 6= x.

Given that u13(x, x, y) > 0, the government can select an action slightly above the

ex-post best action y and increase the individual agent’s marginal utility above 0;

that is, u1(x, x, y) > 0. In turn, the individual agent is better off increasing its

action ξ above x to maximize utility, which is feasible since the action x belongs

to the interior of X. Finally, the policy action is almost not costly since it can be

selected arbitrarily close to the ex-post best action. The same reasoning applies

when u13(x, x, y) < 0 and, more generally, when dξ∗/dy|ξ∗=x 6= 0.

Using these elements, we can build a reaction function ȳ to which the govern-

ment can credibly stick and so that only the best competitive outcome can form

(xκ, yκ). Notice that the reaction function that we build in the proof of Proposi-

tion 5 may have to be discontinuous with respect to the private sector action x.

However, discontinuity is not always required to implement the best competitive

outcome and continuous reaction function can be sometimes be designed. As we

discuss below in examples, the reaction function so that almost no commitment

ability is needed is discontinuous in the capital taxation example but can be con-

tinuous in the bailout example. We discuss further these results and how, for

example, imperfect information requires to focus on continuous reaction functions

in the working paper version of the paper (Barthélemy and Mengus, 2022).

When a Nash outcome is not interior, the cost of controllability may be high
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(ρ > 0) even if dξ∗/dy|ξ∗=x 6= 0. The government may be unable to depart

from its ex-post best action locally in the right direction (in the above paragraph,

choosing an action y slightly above the ex-post optimal one y∗(x)) because of

a feasibility constraint on its action or because the private sector cannot move

away from the aggregate private action x locally in the right direction (in the

above paragraph, choosing ξ slightly above x). In such a case, and under the

controllability assumption, only a costly policy action may succeed in deterring

private agents from playing the undesired action x 6= xκ, leading to a high cost of

controllability.

Discrete action sets. When the action set is discrete, the above reasoning

does not apply as the government cannot count on a marginal change to induce

a marginal change from private agent. So the cost of controllability ultimately

depends on the distance between two actions for the government (∆y) and for

private agents (∆x). Not very surprisingly, when these two distances tend to 0,

the second item of the proposition shows that ρ = 0 coinciding with the first item

of the proposition. Otherwise, the cost of controllability is small when private

agents’ marginal utility is very sensitive to government’s action (u13 large), when

they change a lot their actions because of a change in marginal utility (u11 small)

and when government’s actions are sufficiently precise (∆y small). Notice also

that contrary to the continuous case, the objective function w matters as the

government has to commit and stick to an action that may be far away from its

ex-post best response involving an ex-post cost that depends on the general slope

of w with respect to its action.

In the next section, we illustrate how Proposition 5 applies in different exam-

ples, such as the Farhi and Tirole (2012) model of bailouts and the capital taxation

problem.
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4 Examples

The model laid out above can encompass multiple macroeconomic situations

under discretion (κ = 0). In this section, we describe some of these situations and

illustrate how time-inconsistency leads to coordination problems. To start with,

the model of bailouts by Farhi and Tirole (2012) illustrates how time-inconsistency

leads to a coordination problem. This happens even though the Ramsey outcome

is an equilibrium outcome. Second, under some conditions, a simple model of

capital taxation, as in Chari and Kehoe (1990), illustrates a situation of time-

inconsistency leading to a coordination problem where the Ramsey outcome is

not an equilibrium outcome. Finally, we show how, in these two examples, the

government can obtain a unique equilibrium outcome with an arbitrarily small

commitment ability.

4.1 Bailout problem.

The environment. Consider a bailout problem as in Farhi and Tirole (2012),

from which we borrow the notations. There are three periods t ∈ {0, 1, 2}. The

economy is populated by risk-neutral bankers, deep-pocket risk-neutral investors

and a government.

At date 0, bankers receive an endowment A, and they can invest in a risky

investment opportunity and borrow short-term. At date 1, with probability α,

the investment opportunity yields (π + ρ1)i for i invested at date 0, among which

(π + ρ0)i can be pledged to investors with ρ0 < 1. With probability 1 − α,

investment yields only πi at date 1 and ρ1j at date 2 with j ≤ i the amount of

resources reinvested at date 1. In this case, only ρ0j can be pledged to investors.

The returns on investment opportunities are perfectly correlated across bankers.

At date 0, bankers optimally set a contingent short-term debt contract equal to

πi in the absence of crisis and di otherwise.

The government sets the real rate of interest. Between date 0 and date 1, as

well as between date 1 and date 2 when investment is successful, the government

optimally selects an interest rate equal to 1. In the event of a crisis, the government
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sets an interest rate R ≤ 1 between date 1 and date 2 to maximize its objective

function:

−L(R)− (1−R)ρ0j

R
+ βj (16)

with L(R) a deadweight loss associated with setting interest rates below 1. L

satisfies L(R) ≥ 0, L(1) = L′(1) = 0 and L is decreasing on [ρ0, 1]. The second

term of (16) corresponds to the subsidy from savers to borrowing banks at a rate

below 1. The last term stands for the gain due to higher date-1 reinvestment—by

convention, j = i in the case of a successful investment. The date-0 objective

of the government is the expectation of the date-1 objective function. In this

model, bankers play first by selecting investment i and short-term debt d. Then,

the government plays R at date 1 (in the event of a crisis), and then the bankers

decide to reinvest if needed.

When investment is unsuccessful and needs reinvestment, bankers optimally

select reinvestment j so that:

j = min

{
π − d
1− ρ0

R

; 1

}
i. (17)

At date 0, this leads bankers to select investment i so that:

i =
A

1− π − αρ0 + (1− α)ξ
, (18)

where ξ ≡ π−d is the liquidity ratio; that is, ξi is the banker’s cash-flow available

at date 1 in case of a crisis net of debt repayment di. ξ maximizes

(ρ1 − ρ0)(αi+ (1− α)j) = (ρ1 − ρ0)

α + (1− α) min
{

ξ
1−ρ0/R ; 1

}
1− π − αρ0 + (1− α)ξ

A. (19)

When α + π < 1 as assumed by Farhi and Tirole (2012), the maximization of

(19) leads to x = 1− ρ0/R.

Mapping with the general model. Farhi and Tirole (2012)’s model is a game

between bankers at date 0 and the government’s intervention in the case of un-

successful investment at date 1. Notice that the individual banker’s action ξ does

not depend on other actions, except through the dependence of the policy rate R
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on the aggregate bankers’ decisions. Using ξ as defined above, we can then map

this model to our general setting as follows:

ξ ∈ [0, 1− ρ0], x ∈ [0, 1− ρ0], y = R, and D(x) = [ρ0, 1].

We can express the objective function (16) as a function of y = R and x = ξ by

using (17) and (18). This defines w(x, y). Finally, (19) defines u(ξ, x, y).

In this example, the objective function relevant ex ante for the government

differs from the one relevant ex post due to the uncertainty around the success of

the investment at date 1. Ex ante, this objective function is:

w̄(x, y) = αβi(x) + (1− α)

(
−L(y)− (1− y)ρ0j(x)

y
+ βj(x)

)
.

First, under the assumption that β is sufficiently small (β ≤ 2−α−π−ρ0), the

Ramsey allocation is such that R = 1 (Proposition 1 in Farhi and Tirole (2012)).

The Ramsey allocation is an equilibrium outcome in this model. This happens

under the condition that (β + ρ0 − 1)A/(1 − π − αρ0) ≥ L(ρ0) (Corollary 1 in

Farhi and Tirole (2012)). Second, there are multiple other equilibria with bailout,

R < 1 (see Proposition 2 in their paper): this model features a coordination

problem, even though time-inconsistency does not prevent the Ramsey allocation

from being an equilibrium outcome.

The equilibrium set under limited commitment ability. Our general results imply

that, in this model, for any positive—and potentially arbitrarily low—κ > 0, the

Ramsey allocation is the unique equilibrium outcome. Indeed, the inspection of

the optimal decision x indicates that it is such that dξ∗/dy|ξ∗=x 6= 0 and that the

Nash outcomes, with the exception of the Ramsey outcome, are interior. As a

result, the conditions of Proposition 5 are satisfied.

But how does this work in practice and how can the government deter bankers

from anticipating a bailout? Figure 3 illustrates what the government may do.

In this model, the ex-post optimal policy is to set the interest rate R at the

level at which the private sector expected it, at least when this interest rate does

not deviate much from the Ramsey level R = 1. The cost of decreasing R is
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Figure 3: Obtaining a unique equilibrium in Farhi and Tirole (2012) model of

bailouts

In this graph, we plot the set of competitive outcomes (C), the ex-post optimal response by the

government as a function of private-sector actions x (y∗(x)) and, finally, one reaction function ȳ

that allows the government to select a unique equilibrium outcome, when this reaction function

differs from the ex-post optimal reaction function y∗. Notice that such a reaction function ȳ

allows the government to implement the Ramsey allocation.

continuous in R, while there is a fixed gain related to refinancing projects. This

leads to a continuum of equilibria. To prevent this, the government simply commits

to a bailout policy very close to the one expected—R = Re + ε—where Re is

the expected rate by the private sector. Then, the government calibrates ε as a

function of its commitment ability κ: w(x(Re), R + ε) ≤ w(x(Re), R) + κ. As can

be observed in Figure 3, such a bailout policy prevents any equilibrium to form

where R < 1. Notice that nothing prevents to also restrict to continuous reaction

functions with respect to the expected interest rate Re.

How realistic are such partial bailouts? Implementing this solution may be

quite involved, first because it may require eliciting the private sector’s expec-

tations and, second, because it also requires that private agents are sufficiently

responsive to small variations in the expected policy. However, in other contexts,

such as the rescue of a sovereign like Greece during the euro area sovereign debt

crisis, a form of partial bailouts was put in place with private-sector involvement

(PSI). Our result suggests that committing to a limited private-sector involvement
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may be sufficient to rule out expectations of bailout in equilibrium. In addition,

such a low-cost commitment to partial bailouts make non-necessary Farhi and

Tirole (2012)’s solution, which requires regulating bankers by imposing a cap on

short-term debt or, equivalently, a liquidity requirement at date-0, whenever the

government cannot perfectly commit.

4.2 Optimal capital taxation problem.

The environment. Consider a two-period taxation problem (adapted from Fischer,

1980; Chari and Kehoe, 1990; Bassetto, 2005). Time is discrete and indexed by t =

{1, 2}. The economy is populated by a continuum of households and a government.

At date 1, each household receives an endowment ω and decides to consume c̃1

or to invest ξ in a linear saving technology, which yields R(k)ξ > 1 units of

goods at date 2, where R(k) is a decreasing function of aggregate capital k. At

date 2, households work and we denote by l the corresponding number of hours.

We assume that the marginal product of labor is 1. The government can tax the

return of capital at a tax rate δ and labor income at a rate τ . Then, each household

consumes the after-tax return of its investment and labor. Households value the

consumption profile (c̃1, c̃2) and labor l̃ using the utility function ũ(c̃1, c̃2, l̃). The

government decides on taxes so as to maximize households’ utility subject to the

constraint to finance an exogenous amount of public expenditures G—its budget

constraint is G ≥ δRk + τ l, with l the aggregate number of hours.

The timing is as follows. First, the government commits to a reaction function

δ̄, which maps a date-1 aggregate saving k to a (promised) tax rate δ = δ̄(k).

Then, households consume (in aggregate) c1 and invest k. The government selects

the tax on capital income δ and the tax on labor τ . If the government sets a tax

rate different from δ = δ̄(k), it incurs a reneging cost κ. Finally, the households

choose (in aggregate) l and consume c2.

Households select date-1 saving ξ for a given aggregate capital k and expected
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tax rates (δ, τ) as follows:

max
ξ,l,c1,c2

ũ(c1, c2, l)

s.t. c1 ≤ ω − ξ and c2 ≤ R(k)ξ(1− δ) + l(1− τ).

A competitive outcome must be such that ξ = k.

Under discretion (κ = 0), at date 2—that is, given k and c1—the government

selects tax rates (δ, τ) by maximizing:

max
δ,τ,c2,l

ũ(c1, c2, l)

s.t. − ul
uc2

= 1− τ and G ≤ δR(k)k + τ l.

The first constraint corresponds to the optimal consumption-leisure household’s

decision, the second to the government budget constraint. These two constraints

implicitly define the labor tax τ(δ, k) and the individual labor decision l(δ, k) as

a function of the capital tax rate δ and the aggregate date-1 saving k. Notice

that these functions are unaffected by the presence of a reneging cost. The date-2

decision by the government to tax labor and the households’ decisions to consume

and to work are non-strategic. The strategic interaction concerns date-1 private

saving decisions and date-2 capital taxation.

Mapping with the general model. The model can be linked to the general setting

defined above as follows.

ξ ∈ [0;ω], x = k ∈ [0;ω], y = δ ∈ [0, 1], D(x) = [0; 1],

and u(ξ, x, y) = ũ(ω − ξ, Rξ(1− y) + (1− τ(y, x))l(y, x), l(y, x)).

From the date-2 perspective, taxing capital is not distortive, while taxing labor

is. Therefore, under discretion, the government taxes capital as much as needed

to finance government expenditures. Under discretion, there exists an equilibrium

in which households expect a tax rate δ = 1 and do not save. There exists at least

another equilibrium in which taxes on capital do not prevent households from

saving when government’s expenditures are low enough and the return on capital

is high enough.
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In the end, time-inconsistency in the capital taxation model both prevents the

Ramsey allocation from being an equilibrium outcome and leads to a coordination

problem as multiple equilibria emerge.

The equilibrium set under limited commitment ability. In this example, our

general results help to rule out only interior Nash outcomes that are inferior for

the government and the Nash outcome where capital is taxed at 100% is not an

interior Nash outcome. Despite this, an arbitrarily small commitment ability is

sufficient to rule out all inferior Nash outcomes.

Let us start with our general results. The controllability assumption depends

on the combination of second derivates of ũ as follows:

u13(x, x, y) =
∂l

∂y
(R(1− y)ũ22 − ũ12 +R(1− y)ũ23 − ũ13)−Rũ2. (20)

When the utility function ũ is separable in each argument, u13 is of the sign of

∂l/∂yR(1 − y)ũ22 − Rũ2, which is strictly negative when ũ is strictly increasing

and strictly concave in c2: an increase in the tax rate y decreases saving ξ. Note

also that, in this case, u is also strictly concave in ξ. Under these assumptions,

all interior Nash outcomes can be ruled out with an arbitrarily small commitment

ability—but, this is not the case of the outcome where capital is fully taxed.

Let us illustrate how all the inferior Nash outcomes can be ruled out, including

the one where capital is fully taxed. To this purpose, we calibrate the model as

follows: u(c1, c2, l) = 1/4 log (c1)+β (c2 − l2/2). Parameters are set to R = β = 1,

ω = 1, and G = 0.1.

Figure 4 plots the set of competitive outcomes (in red) and the ex-post optimal

policy (in blue)—the set of Nash outcomes is the intersection of the two. The best

outcome is the one where capital is less taxed and savings are high. In black, we

plot the reaction function that allows the government to rule out the two inferior

outcomes. As we already discussed, this reaction function needs to differ from the

ex-post optimal policy only for the inferior outcomes. In this case, the government

commits to a capital tax rate lower than the ex-post optimal rate.

As can be observed, the interior Nash outcome can be ruled out by committing

to an arbitrarily close tax rate, which makes the ex-post cost of such a commitment
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arbitrarily small—thus requiring only an arbitrarily small commitment ability.

However, the same logic cannot be applied to the Nash outcome where capital

is fully taxed: the tax rate should be reduced by a substantial amount to push

individual households to save. Yet, such an important reduction in the tax rate

is not costly for the government: when aggregate capital is 0, modifying the tax

rate yields 0 variations in the capital tax income received by the government.
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Figure 4: Equilibrium capital stock and capital taxation

This graph plots the set of competitive outcome (C) and the ex-post optimal action y∗(x) as a

function of private agents’ action x. In addition, we add to this graph the reaction function ȳ

that is sufficient to rule out all equilibria except the best one, when this reaction function differs

from the ex-post optimal reaction function y∗.

In the end, the reaction function that we use in Figure 4 is discontinuous in two

points: for x = 0 as we discussed above, but also close to the interior suboptimal

Nash outcome. With such a discontinuous reaction function, the government does

not require more than an arbitrarily small commitment ability to rule out equi-

librium multiplicity. However, a natural question is whether such a result carries

over when we restrict reaction functions to be continuous, for example, because

governments may observe private actions only with a noise? We investigate this

question formally in the working paper version of the paper (Barthélemy and Men-

gus, 2022). However, the main intuition can be grasped on Figure 4: one needs to

draw on this graph a continuous reaction function that, on the one hand, crosses
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the set of competitive outcomes only in (xκ, yκ) and, on the other hand, is as close

as possible from the ex-post optimum action y∗(x). Clearly, it is difficult not to

draw this function to be below the set of competitive outcomes for x < xκ and,

so, this function has to remain below these outcomes until x = 0 in order not to

cross again the set of competitive outcomes. As a result, this continuous reaction

function requires a strong commitment ability, as for low aggregate capital levels,

it requires to play an action far away from the ex-post optimal action y∗(x).

5 Discussion

In this section, we first discuss potential limits to our implementation results.

We then provide interpretations of the cost of deviating from the reaction function,

which allows the government to commit.

5.1 Limits to the implementation result

In this subsection, we describe extensions of the model that would imply a

positive cost of controllability, ρ > 0, in contrast with the result of Proposition 5.

These extensions are formally described in the working paper version of the paper

(Barthélemy and Mengus, 2022).

Continuous reaction functions. To prove the result of Proposition 5, we rely on

discontinuous reaction functions. This approach proves to be critical in the capital

taxation example, in which, as we discussed, using continuous reaction functions

only would require a strictly positive commitment ability. More generally, there

can be good reasons to rely on continuous reaction functions. This is the case, for

example, when the government can observe private actions only with some noise,

being it arbitrarily small. Interestingly, imperfect information and continuous

reaction functions do not always overturn our benchmark result on implementa-

tion, which holds, for example, in the bailout example whatever the level of noise.

Therefore the robustness of our benchmark results in the case of a continuous

action set to the introduction of noises and to the use of continuous reaction func-
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tions depends on the precise details of the model and the exact topology of Nash

equilibria. We keep such analysis for further research.

Fixed costs. In the two economic models, apart from the reneging cost, payoffs

are continuous. A fixed cost in private agents’ maximization problem may lead to

a positive cost of controllability, as it is the case with discrete action sets. The

more expensive it is for private agents to pay the fixed cost, the more commitment

ability the government needs to implement a unique outcome. On the contrary,

as with discrete action sets, when the fixed cost is small enough, then the cost of

controllability tends to zero under the assumptions of Proposition 5.

Repeated games. In repeated settings, due to history-dependent strategies, the

private sector can react to past policy decisions, giving incentives to the govern-

ment to stick to its commitments. This is why the resulting reputation forces15

are often considered in the literature as an endogenous substitute for commit-

ment ability, but they are also known to produce multiple equilibria, including in

macroeconomic settings (see the initial contribution by Barro and Gordon, 1983b).

To study how reputation forces change the cost of controllability, we consider

the repeated version of our macroeconomic game. In this repeated setting, devi-

ating from the reaction function leads to a welfare cost for the government that

measures its commitment ability, as in the static setting.

Compared with the static setting, only a larger commitment ability ensures

the implementation of a unique equilibrium outcome. But why the multiplicity of

equilibria due to dynamic incentives is more difficult to handle than in static set-

tings? The higher cost of controllability results from reputation forces that make

government’s future payoffs dependent on its response: due to history-dependent

private reactions, the private sector can shift to an inferior continuation equilib-

rium when the government sticks to its commitment and, in contrast, to a better

15As in Ljungqvist and Sargent (2018) reputation forces refer to the incentives stemming from

repeated interactions between a government and a continuum of atomistic private agents. In

such macroeconomic games, individuals are not strategic but atomistic. Still, they may form

history-dependent expectations that allow for trigger “strategies.” In contrast with “reputation

effects” in game theory, we do not assume any form of asymmetric information.
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continuation equilibrium when the government deviates. Such history-dependent

reactions lead to reputation forces for the government not to keep its commitment

and to deviate from its reaction function in the form of a fixed cost. To get a

unique equilibrium, the commitment ability must be sufficiently large to overcome

these reputation forces in addition to the incentives that we identified in the static

setting.

5.2 Interpreting κ?

To conclude this section, let us discuss what may be behind the cost κ.

Reputation loss. A first interpretation of the cost κ is that this cost captures

the reputation loss associated with a deviation from past announcements (see

Dovis and Kirpalani, forthcoming, for such a recent model or reputation loss in

macroeconomics). Suppose, indeed, that there are two types of policymakers, one

that can perfectly commit to reaction functions and the other one that cannot

and sets its policy under discretion. When the type of the policymaker cannot

be observed, private agents form beliefs about its type. In this environment,

playing something else than the reaction function ȳ(x) leads the discretion-type

policymaker to reveal its type and to lose any gain from being pooled with the

commitment-type policymaker.

Remark. Whereas reputation loss may provide micro-foundations for commitment

ability, we showed above that the repetition of the static game does not—the

dynamic incentives in the repeated game setting is also sometimes called reputation

in macroeconomics.

Political institutions. A second interpretation of the cost κ is the cost due to the

decision process needed to deviate from a reaction function. Such a deviation may

require to change a law, a regulation or reversing the independence of an indepen-

dent agency, requiring a potentially costly political and bureaucratic process—for

example, as a result from disagreement between political parties (e.g., Piguillem

and Riboni, 2021, in the context of fiscal policy). Such kind of costs may exist

when decisions are made by committees, as it is the case in public institutions
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such as central banks (see, for example, Riboni, 2010).

Judicial institutions. A third interpretation of the cost is the fact that legislations

may put constraints on the degree of discretion of policymakers. This is, for

example, the case of the Administrative Procedure Act of 1946 in the US, which

requires that regulations by agencies should not be “arbitrary and capricious, an

abuse of discretion”. Especially under the “Hard Look” doctrine, this requires

agencies to sufficiently motivate their decisions to change their set course of actions.

Intrinsic preference. The potential embarrassment of the policymaker—when de-

viating from past commitments—emphasized by Woodford (2012) may be related

to an intrinsic preference by the policymaker to stick to commitments. Also, such a

preference may be shared by private agents so that a deviation by the policymaker

may result into a welfare loss, that the policymaker may internalize.

Cognitive cost/bounded rationality. Finally, the cost associated with a deviation

may simply be the cost of acquiring and processing information to find the optimal

deviation.

6 Conclusion

In this paper, we investigate the ability of a government to implement a unique

equilibrium outcome when its commitment ability is limited. We find that, sur-

prisingly, implementation does not require large commitment ability in a relatively

large set of static games. On top of the quantification of the commitment abil-

ity required for implementation, our results also give insights about the design

of commitments and, especially, the importance of designing commitments that

are ex-post credible in and out-of equilibrium. Interestingly, in general, designing

credible rules is relatively simple as it simply relies on slight deviation from the

ex-post optimal policy when this ex-post optimal policy is consistent with pri-

vate decisions—a competitive outcome—and to follow the ex-post optimal policy

otherwise. Finally, we discuss potential limits to these results.
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